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Part 1

The Homa Protocol
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Homa - Started by John Ousterhout et al.

It’s Time to Replace TCP in

A Linux Kernel Implementation of
the Datacenter

the Homa Transport Protocol

It’s Time to Replace TCP in the D:

John Ousterhout
Stanford University

January 18, 2023
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This position paper has been updated since its original publication in October of 2022 in order to correct errors and add
clarification. Updates are in italics; none of the original text has been modified. The paper has triggered discussion and dissent;
for pointers 1o comments on the paper; see the Homa Wiki: https: // homa-transport. atlassian. net/wiki/ spaces/
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HOMA/ overvieu# replaceTcp.

Abstract

In spite of its long and successful history, TCP s a poor trans-
port protocol for modern datacenters. Every significant el-
ement of TCP, from its stream orientation 1o its expectation
of in-order packet delivery, is wrong for the datacenter. It
is time to recognize that TCP's problems are too fundamen-
tal and interrelated to be fixed: the only way to haness the
full performance potential of modern networks is to introduce
a new transport protocol into the datacenter. Homa demon-
strates that it is possible to create a transport protocol that
avoids all of TCP’s problems. Although Homa is not API-
compatible with TCP, it should be possible to bring it into
widespread usage by integrating it with RPC frameworks.

1 Introduction

The TCP transport protocol [9] has proven to be phenome-
nally successful and adaptable. At the time of TCP's design
in the late 1970's. there were only about 100 hosts attached
to the existing ARPANET, and network links had speeds of
tens of kilobits/second. Over the decades since then, the In-
ternet has grown to billions of hosts and link speeds of 100
Git/second or more are commonplace, yet TCP continues to
serve as the workhorse transport protocol for almost all ap-
plications. It is an extraordinary engineering achievement to
have designed a mechanism that could survive such radical
changes in underlying technology.

However, datacenter computing creates unprecedented
challenges for TCP. The datacenter environment, with mil-
lions of cores in close proximity and individual applications
harnessing thousands of machines that interact on microsec-
ond timescales, could not have been envisioned by the de-
signers of TCP, and TCP does not perform well in this envi-
ronment. TCP is still the protocol of choice for most datacen-
ter applications, but it introduces overheads on many levels,
which limit application-level performance. For example. it is
well-known that TCP suffers from high tail latency for short
messages under mixed workloads [2]. TCP is a major contrib-
utor to the “datacenter tax” [3, 12], a collection of low-level
overheads that consume a significant fraction of all processor
cycles in datacenters.

This position paper argues that TCP's challenges in the dat-
acenter are insurmountable. Section 3 discusses each of the
major design decisions in TCP and demonstrates that every
one of them is wrong for the datacenter, with significant neg-
ative consequences. Some of these problems have been dis-
cussed in the past, but it is instructive to see them all together
in one place. TCP's problems impact systems at multiple lev-
els, including the network, kemnel software, and applications.
One example is load balancing, which is essential in datacen-
ters in order to process high loads concurrently. Load bal-
ancing did not exist at the time TCP was designed. and TCP
interferes with load balancing both in the network and in soft-
ware.

Section 4 argues that TCP cannot be fixed in an evolution-
ary fashion; there are too many problems and too many in-
terlocking design decisions. Instead, we must find a way to
introduce a radically different transport protocol into the dat-
acenter. Section 5 discusses what a good transport protocol
for datacenters should look like, using Homa [19. 21] as an
example. Homa was designed in a clean-slate fashion to meet
the needs of datacenter computing. and virtually every one of
its major design decisions was made differently than for TCP.
As a result, some problems, such as congestion in the network
core fabric, are eliminated entirely. Other problems, such as
congestion control and load balancing. become much easier
to address. Homa demonstrates that it is possible to solve all
of TCP's problems.

Complete replacement of TCP is unlikely anytime soon,
due to its deeply entrenched status, but TCP can be displaced
for many applications by integrating Homa into a small num-
ber of existing RPC frameworks such as gRPC [6]. With
this approach, Homa's incompatible API will be visible only
to framework developers and applications should be able to
switch to Homa relatively easily.

2 Requirements

Before discussing the problems with TCP, let us first review
the challenges that must be addressed by any transport proto-
col for datacenters.

Reliable delivery. The protocol must deliver data reliably
from one host to another, in spite of transient failures in the
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A Linux Kernel Implementation of the
Homa Transport Protocol
John Ousterhout, Stanford University
https://www.usenix.org/conference/atc21/presentation/ousterhout

This paper is included in the Proceedings of the
2021 USENIX Annual Technical Conference.
July 14-16, 2021
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Homa Reduces Tail Latencies in Loaded Networks

. Experimental results
. 25 GigE Network

. Compares Linux kernel space
implementation of

. TCP/IPv4
Homa/lPv4

Slowdown

. X-axis is distribution of
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= Y-axis is Slowdown
RTT loaded / RTT unloaded
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Courtesy of John Ousterhout, Stanford University

1. Homa is Message-Based

e Dispatchable units are explicit in the protocol

e Enables efficient load balancing
= Multiple threads can safely read from a single socket
= Future NICs can dispatch messages directly to threads

e Enables run-to-completion (e.g. SRPT)

Oclober 26, 2022 It's Time to Replace TCP in the Datacenter Slhide 18
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Courtesy of John Ousterhout, Stanford University

2. Homa is Connectionless

e Fundamental unit is a remote procedure call (RPC)
» Request message
. Response message
= RPCs are independent

e No long-lived connection state
= (But there is long-lived per-peer state: ~200 bytes)

e No connection setup overhead
= Use one socket to communicate with many peers

e Homa ensures end-to-end RPC reliability
= No need for application-level timers

Oclober 26, 2022 t's Time to Replace TCP in the Datacenter Shide 19
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Courtesy of John Ousterhout, Stanford University

3. Homa: Receiver-Driven Congestion Control

Message Unscheduled Packets

- ~ (enough to cover RTT)
O0O0O00000CF
Scheduled Packets

R R

One grant per scheduled packet

e Receiver can delay grants to:
= Reduce congestion in TOR
= Prioritize shorter messages

e Message sizes allow receivers to predict the future:
= Faster, more accurate response to congestion

Oclober 26, 2022 It's Time to Replace TCP in the Datacenter

Slhide 20
. © 24
10 | ©2024 SNIA. All Rights Reserved. D



Courtesy of John Ousterhout, Stanford University

Homa Uses Priority Queues

e Modern switches: 8-16 priority queues Overcommitment

peregrassiport Short messages use high priority

» Homa receivers select priorities for SRPT: queues (low latency)
= Favor shorter messages \ -----

e Achieve both high throughput and low : PO _’
latency P11 |—
= Need buffering to maintain throughput (e.g. if —

sender doesn’t respond to grant) i

= But buffers can result in delays

= Solution: overcommitment:
¢ Grant to multiple messages
« Different priority for each message

_Egress Port
U
N

Buffers accumulate in low-priority
queues (ensure throughput)

Oclober 26, 2022 It's Time to Replace TCP in the Datacenter Slide 21
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Courtesy of John Ousterhout, Stanford University

4. Homa: SRPT

e Combination of grants, priorities —
EWorkload W4 (80% network load)
e Run-to-completion improves B
performance for every message 100
length! .
3 L 1
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Courtesy of John Ousterhout, Stanford University

5. Homa: No Order Requirement

e Can use packet spraying in datacenter networks

= Hypothesis: will eliminate core congestion
(unless core fabric systemically overloaded)

e Better load balancing across CPU cores

......

13 | ©2024 SNIA. All Rights Reserved. g




HomaModule - Implemented as a Linux Kernel Module

H PlatformLab / HomaModule  Public
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Uses A-Priori Knowledge
= Link Rate between NIC and ToR switch

= NIC Queue Length (SRPT), i.e.
“‘estimated time until Tx buffer is empty”

= Coexistence w/ other protocols
Interaction with Tx pacer in Linux netdev
NAPI

= Distance between machines
Handling non-uniform RTT

= Priority Queues in Switches
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Part 2

Can Homa coexist peacefully with TCP?
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Experimental Test Setup (at Cloudlab x|170)

HW Setup SW Setup NW Traffic

25 GigE network HomaModule v2023-12-20 util/cp_node for the

4 or 12 nodes, each util/cp_vs_tcp tests in parallel Homa vs TCP tests
Intel E5-2640v4 with Linux iperf RTT and Slowdown

Mellanox ConnectX-4

plus additive TCP “background
noise” via iperf (any-to-any)
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Experimental Test Setup

a4 | W2, W3, W4 W N2 W3, Wa, | W2, W3, W4,

o4, W5

|f' Y, W3, W4, W5 |W3, W4, W5 |W3, W4 W5 | N/A N/A
i 5 [N/A N/A N/A
N/A N/A N/A
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Slowdown Results Workload W4
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Slowdown Results Workload W4
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Slowdown Results Workload W4
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Slowdown Results Workload W4
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Slowdown Results Workload W4
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RTT Results Workload 4

10000,

o000
& Z 1000 & 2 1000

— E QNW o ] £ e

A w0 —A4 :

100000}

10000

. N ==

100000 -

100000

RTT (us)

o
X

1000000

100000

10000

1000

100 &

10

5

W4 4 nodes, 4.0 Gbps (W4 Homa/cp_node: 2.0 Gbps, TCP/iperf: 2.0 Gbps)

20%

RPC RTT

Cumulative % of Messages
40% 60%

80%

100%

T TTTT

T TTTIm

T TTTTI

I
assumed minimum
for slowdown calculation

=== homaRpcOnly P99

=== tcpRpcOnly P99
= homaRpcMix P99
m— tCPRPCMix P99

ol

L

El

LI

w

315

376 502

561 662 976
Message Length (bytes)

6.1K 49.4K 124K

1.0M

100 / 10y /
S 4 J—
| wof
N W s s w9 e BaK TR Tow N as s s s o T
Message Lo ot s message

10000 10000
2 0 = 2 ppfp e

23 | ©2024 SNIA. All Rights Reserved.

gz o

.

e —

s o

=SD¢E



RTT Results Workload 4
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RTT Results Workload 4
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RTT Results Workload 4
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Part 3

RRRRP - Homa, FPGA Accelerated
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HomaModule - A Linux Kernel Implementation of Homa

A layer just above IP, S
parayIIeIJto TCP and UDP Ol TS §
: e {Pacer Thread
: N <
. . H :
Uses GRO (Generic App.| : ‘ """" JimecThead NIC
. . . R 4
Receive Offloading) 5 AT AR
: / : R GRO
: ! : 4
42& Syscall |Homa T-{ Homa| IP +7% Driver -«

Application Thread SoftIRQ NAPI  Interrupt

Figure 2: Structure of Homa/Linux. Homa components are shown in
blue; existing Linux kernel modules are in yellow. Gray areas repre-
sent different cores. Only the primary sending and receiving paths are
shown; other Homa elements such as the pacer thread and timer thread
also transmit packets.
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RRRRP - Two Acceleration Approaches

Offload Engines

Runs as SW on CPU
Offload engines in FPGA
Uses “golden” reference
Implementation

(i.,e. HomaModule)

Low to medium eng. work
Instant benefits
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Full Acceleration

Entire stack runs in FPGA

No SW on CPU

Major eng. work

(mostly in testing correctness)
Integrated with MLE NPAP, a
TCP/UDP/IP FPGA Stack
Maybe later

=SDC



RRRRP - Offload Approach with Corundum.io

Open source FPGA NIC ported to many FPGA cards (http://www.corundum.io)
Good PCle subsystem which supports many Rx/Tx FPGA queues.

Host FPGA e )
 Driver F—*VQ‘!:]AXIL M ' ) l ,,L P
iE, = c— Port
oS o [SIDMA IFf | PLTXQ f{Desc| [ Sched 2
\m —
2op || [ € 5 ax m || PLRXQ Jeteh £ —Hp{FrFo MAC f¢b{ SFP
" J \ J \ ' y ? TX LuJJ (e
) e | T H{TXCQH F Alg : :
DRAM [« T | brxcol CP! &3 ' '
-~ S Hal 3 HRXCQH O ¢ FIFO ¢
' ( ' rt —
- Memory | | X - DMA ”:1 E_ write Al hRX j‘_ =2 ﬂ:—:} MAC SFP
- Stream ||| ’ Q e =) 5T
- DMA <|, |
>PTP | <
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http://www.corundum.io

Offload Engines
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HomaModule vs RRRRP - Slowdown for Workload W4

Similar results for other
workloads

Current implementation
runs on

10 Gig FPGA NIC
Next: 25/50/100 GigE
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Motivation for Homa Full Acceleration

100 T T T ] T ] T I
I Kernel 4.19 (precompiled .deb package)

LOWGSt RTT - NPAP in Vivado simulation (no PHY)

BUT: lacks packet
visibility

60

40 1

Round trip time [us]

Linux-to-Linux via 10 GigE 2o

FPGA-to-FPGA via 10 GigE —— T [ 1 [ 1]
1 100 200 400 800 1600 4000 8940

Payload size [bytes]
=SDGC
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Part 4

Call for Collaboration
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= Run on larger FPGA cluster
to check scalability

= Try other workloads

= Look at applications
Networked storage systems?
Al clusters?

= Combine w/

Ultra Ethernet?
Tesla TTPoE?

\




Please take a moment to rate this session.

Your feedback is important to us.
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